On the variance of the trimmed mean
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Abstract

This note provides a new expression for the variance of the trimmed mean in terms of product moments of order statistics. An exact expression for the bias of the estimator of the variance of trimmed mean is also provided. As an illustration, exact calculations are carried out for small samples from various t-distributions using (Tiku and Kumra, 1985) product moment tables for the order statistics of the t-distribution.
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1. Introduction and main results

The trimmed mean is a popular estimator for the location parameter of an outlier prone symmetric distribution. Most of the theory concerning trimmed means relies on asymptotic approximations (see Lehmann, 1983). Small sample calculations of the efficiency of trimmed means use either Monte Carlo simulations (Andrews et al., 1972) or exact results based on the theory of order statistics (Gastwirth and Cohen, 1970). The standard estimator for the variance of the trimmed mean, obtained through an asymptotic linearization, is based on the winsorized variance. Its small sample bias, as an estimator of the small sample variance of the trimmed mean, has not been investigated thoroughly. Huber (1981) showed this variance estimator to be a jackknife estimator. Thus, by Efron and Stein (1981), one may expect its bias to be positive. However, the magnitude of this bias has, as far as we know, never been calculated for any distribution. This paper hopes to fill this gap by presenting new exact formulae for the variance of the trimmed mean useful when the trimming percentage is small. An exact expression for the bias of the normalized winsorized variance as an estimator of the variance of the trimmed mean is also derived. The variance of some trimmed means and the biases of their linearization variance estimators are then evaluated explicitly in small normal and t samples.

Let $X_{1:n} < X_{2:n} < \cdots < X_{n:n}$ denote the order statistics of a sample of size $n$ drawn from a distribution $F$ which is symmetric with respect to 0. Distribution $F$ is assumed to have a finite variance $\sigma^2$. David's (1981) notation is used throughout the paper: $\mu_i$ and $\mu_{ij}$ denote the moments and product moments of order
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statistics of a sample of size $n$: $\mu_i = E(X_{i:n})$ and $\mu_{ij} = E(X_{i:n}X_{j:n})$. The hypothesis that $F$ is symmetric with respect to 0 implies that

$$
\mu_{ij} = \mu_{(n-i+1)(n-j+1)} \quad \text{for} \quad 1 \leq i, j \leq n.
$$

For an integer $k$ less than $n/2$, the $k$-trimmed mean $\hat{\theta}_{k:n}$ is defined as,

$$
\hat{\theta}_{k:n} = \frac{1}{n-2k} \sum_{i=k+1}^{n-k} X_{i:n}.
$$

Since $F$ is symmetric, the variance of $\hat{\theta}_{k:n}$ can be expressed as

$$
\text{Var}(\hat{\theta}_{k:n}) = \frac{1}{(n-2k)^2} \left( n \sigma^2 - 2 \sum_{i=1}^{k} \mu_{ii} + 4 \sum_{i=1}^{k} \sum_{j=i+1}^{k+1} \mu_{ij} + 2 \sum_{i=1}^{k} \sum_{j=n-k+1}^{n} \mu_{ij} \right).
$$

When the trimming fraction $2k/n$ is small, this expression for the variance of the trimmed mean is not evaluated easily, even in small samples, since it depends on several product moments of order statistics. For small $k$'s, the following expression, whose derivation is presented in Section 2, is more suitable;

$$
\text{Var}(\hat{\theta}_{k:n}) = \frac{n \sigma^2 - 2 \mu_{11} + 4 \mu_{12} + 2 \mu_{1n}}{(n-2k)^2}.
$$

The usual variance estimator for the trimmed mean is proportional to the winsorized variance (see Patel et al., 1988). It is given by

$$
\bar{v}(\hat{\theta}_{k:n}) = \frac{\left( \sum_{i=k+1}^{n-k} (X_{i:n} - \hat{\psi}_{k:n})^2 + k(X_{k+1:n} - \hat{\psi}_{k:n})^2 + k(X_{n-k:n} - \hat{\psi}_{k:n})^2 \right)}{(n-2k)(n-2k-1)},
$$

where $\hat{\psi}_{k:n}$ is the winsorized mean,

$$
\hat{\psi}_{k:n} = \frac{1}{n} \left\{ \sum_{i=k+1}^{n-k} X_{i:n} + k(X_{n-k:n} + X_{k+1:n}) \right\}.
$$

An exact expression for the expectation of $\bar{v}(\hat{\theta}_{k:n})$ is derived in Section 3. It is given by

$$
E(\bar{v}(\hat{\theta}_{k:n})) = \frac{1}{(n-2k)(n-2k-1)} \left( n \sigma^2 - 2 \sum_{i=1}^{k} \mu_{ii} + 2 \left( k - \frac{(k+1)^2}{n} \right) \mu_{(k+1)(k+1)} - 2 \frac{(k+1)^2}{n} \mu_{(k+1)(n-k)} \right.
$$

$$
\left. - \frac{(n-2k-2)^2}{n} \text{Var}(\hat{\theta}_{k+1:n}) + 4 \frac{k+1}{n} \sum_{i=1}^{k+1} \left[ \mu_{i(i+2)} + \mu_{(k+1)(n-i+1)} \right] \right).}
$$

(1.4)
Table 1

Exact and asymptotic efficiencies, with respect to the sample mean, of the 1-trimmed mean and of the 2-trimmed mean for two t-distributions

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Efficiencies of the 1-trimmed mean</th>
<th></th>
<th>Efficiencies of the 2-trimmed mean</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>t with df = 5</td>
<td>Exact</td>
<td>Asymptotic</td>
<td>Exact</td>
<td>Asymptotic</td>
</tr>
<tr>
<td>7</td>
<td>1.1666</td>
<td>1.244</td>
<td>1.6837</td>
<td>1.936</td>
</tr>
<tr>
<td>8</td>
<td>1.1731</td>
<td>1.243</td>
<td>1.6825</td>
<td>1.912</td>
</tr>
<tr>
<td>9</td>
<td>1.1761</td>
<td>1.240</td>
<td>1.6766</td>
<td>1.888</td>
</tr>
<tr>
<td>10</td>
<td>1.1772</td>
<td>1.236</td>
<td>1.6684</td>
<td>1.865</td>
</tr>
<tr>
<td>11</td>
<td>1.1769</td>
<td>1.232</td>
<td>1.6591</td>
<td>1.843</td>
</tr>
<tr>
<td>12</td>
<td>1.1759</td>
<td>1.227</td>
<td>1.6492</td>
<td>1.822</td>
</tr>
<tr>
<td>13</td>
<td>1.1744</td>
<td>1.223</td>
<td>1.6392</td>
<td>1.803</td>
</tr>
<tr>
<td>14</td>
<td>1.1726</td>
<td>1.219</td>
<td>1.6293</td>
<td>1.785</td>
</tr>
<tr>
<td>15</td>
<td>1.1706</td>
<td>1.214</td>
<td>1.6196</td>
<td>1.768</td>
</tr>
<tr>
<td>16</td>
<td>1.1684</td>
<td>1.210</td>
<td>1.6101</td>
<td>1.753</td>
</tr>
<tr>
<td>17</td>
<td>1.1663</td>
<td>1.206</td>
<td>1.6010</td>
<td>1.738</td>
</tr>
<tr>
<td>18</td>
<td>1.1641</td>
<td>1.202</td>
<td>1.5923</td>
<td>1.724</td>
</tr>
<tr>
<td>19</td>
<td>1.1619</td>
<td>1.199</td>
<td>1.5839</td>
<td>1.711</td>
</tr>
<tr>
<td>20</td>
<td>1.1597</td>
<td>1.195</td>
<td>1.5758</td>
<td>1.699</td>
</tr>
</tbody>
</table>

The exact efficiencies of the $\hat{\theta}_{1:n}$ and $\hat{\theta}_{2:n}$ for the normal distribution and for t-distributions with 3 and 5 degrees of freedom were evaluated, using formula (1.2), in samples of sizes 7 to 20. The calculations were based on Teichroew tables for the product moments of order statistics from the normal distribution as reproduced in Sarhan and Greenberg (1962) and on Tiku and Kumra (1985) corresponding tables for the t-distribution. They were compared to the corresponding asymptotic efficiencies calculated using the formula for the asymptotic variance of the trimmed mean (Huber, 1981). For the normal distribution the two efficiencies were for all practical purposes equal; their relative differences were less than 1.5% for samples larger than 6. For the two t-distributions however, asymptotic approximations overestimate the efficiency of the trimmed mean. Asymptotic and exact efficiencies for t-distributions are compared in Table 1.

The biases of variance estimators $v(\hat{\theta}_{1:n})$ and $v(\hat{\theta}_{2:n})$ were also evaluated using (1.4); the results are not reported here. The relative biases of these variance estimators were all positive; they were less than 3% in samples of size larger than 7. Thus variance estimator $v(\hat{\theta}_{2:n})$ can be used safely even in very small samples. Trimmed t-statistics constructed with variance estimators similar to $v(\hat{\theta}_{k:n})$ are considered by Patel et al. (1988) and by Mudholkar et al. (1991). They propose accurate approximations to the null distributions of their studentized statistics and they show that trimmed t-statistics are more powerful than the classical Student’s t for long tailed distributions.

2. Derivation of an exact expression for $\text{Var}(\hat{\theta}_{k:n})$

The derivation is based on a conditional argument. Given the order statistics $X_{k:n}$ and $X_{n-k+1:n}$, the random variables $\{X_{k+1:n}, X_{k+2:n}, \ldots, X_{n-k:n}\}$ are distributed as the order statistics of a random sample from
distribution \( G_{k:n} \) defined by

\[
G_{k:n}(x) = \begin{cases} 
0, & x \leq X_{k:n}, \\
\frac{F(x) - F(X_{k:n})}{F(X_{n-k+1:n}) - F(X_{k:n})}, & X_{k:n} < x \leq X_{n-k+1:n}, \\
1, & x > X_{n-k+1:n}.
\end{cases}
\]

One has

\[
\text{Var}(\hat{\theta}_{k:n}) = E(\text{Var}(\hat{\theta}_{k:n} | X_{k:n}, X_{n-k+1:n})) + \text{Var}(E(\hat{\theta}_{k:n} | X_{k:n}, X_{n-k+1:n})).
\]

(2.1)

The first term of the right-hand side of (2.1) is easily evaluated by noting that given \( X_{k:n} \) and \( X_{n-k+1:n} \), \( \hat{\theta}_{k:n} \) is the mean of a sample of size \( n-2k \) from distribution \( G_{k:n}(x) \). An unbiased estimator of the conditional variance is therefore equal to

\[
\sum_{i=1}^{n-2k} \frac{(X_{i:n} - \hat{\theta}_{k:n})^2}{(n-2k)(n-2k-1)}.
\]

(2.2)

Taking the expectation of this quantity yields

\[
E(\text{Var}(\hat{\theta}_{k:n} | X_{k:n}, X_{n-k+1:n})) = \frac{n\sigma^2 - 2 \sum_{i=1}^{k} \mu_{il}}{(n-2k)(n-2k-1)} - \frac{\text{Var}(\hat{\theta}_{k:n})}{n-2k-1}.
\]

(2.2)

since \( E(\hat{\theta}_{k:n}) = 0 \). To express the second term of (2.1) in terms of product moments of order statistics, note that

\[
E(\hat{\theta}_{k:n} | X_{k:n}, X_{n-k+1:n}) = \int_{X_{k:n}}^{X_{n-k+1:n}} \frac{xf(x)}{F(X_{n-k+1:n}) - F(X_{k:n})} dx.
\]

(2.3)

where \( f(x) \) is the density of \( F \). By symmetry, the expectation of (2.3) is null. One has to calculate the expectation of the square of the right-hand side of (2.3) to complete the proof. Since the first moment of \( F \) is null, one has

\[
E \left\{ \left( \int_{X_{k:n}}^{X_{n-k+1:n}} \frac{xf(x)}{F(X_{n-k+1:n}) - F(X_{k:n})} dx \right)^2 \right\} = 2E \left\{ \left( \int_{-\infty}^{X_{k:n}} \frac{xf(x)}{F(X_{n-k+1:n}) - F(X_{k:n})} dx \right)^2 \right\}
\]

\[
+ 2E \left( \int_{-\infty}^{X_{k:n}} \frac{xf(x)}{F(X_{n-k+1:n}) - F(X_{k:n})} dx \right) \int_{X_{k:n}}^{\infty} \frac{xf(x)}{F(X_{n-k+1:n}) - F(X_{k:n})} dx.
\]

(2.4)

Furthermore,

\[
E \left( \left( \int_{-\infty}^{X_{k:n}} \frac{xf(x)}{F(X_{n-k+1:n}) - F(X_{k:n})} dx \right)^2 \right) = \frac{k(k+1)}{(n-2k)(n-2k-1)} E \left( \left( \int_{-\infty}^{X_{k+1:n}} \frac{xf(x)}{F(X_{k+2:n})} dx \right)^2 \right).
\]

(2.5)

This is proved by writing the left hand side of (2.5) in terms of the joint density of \( X_{k:n} \) and \( X_{n-k+1:n} \).
To evaluate the expectation on the right hand side of (2.5), one uses an argument similar to (2.1):

\[
\text{Var}\left( \sum_{i=1}^{k+1} \frac{X_{i:n}}{k+1} \right) = E\left( \text{Var}\left( \sum_{i=1}^{k+1} \frac{X_{i:n}}{k+1} \mid X_{k+2:n} \right) \right)
\]

\[
+ E\left\{ \left( \int_{-\infty}^{X_{k+2:n}} \frac{xf(x)}{F(X_{k+2:n})} \, dx \right)^2 \right\} - \left( \sum_{i=1}^{k+1} \frac{\mu_i}{k+1} \right)^2.
\]

(2.6)

Given \( X_{k+2:n} \), \( \{X_{i:n}\}_{i=1}^{k+1} \) is an ordered sample of size \( k + 1 \) from distribution \( F(x)/F(X_{k+2:n}) \) for \( x \leq X_{k+2:n} \). Thus an argument similar to the one leading to (2.2) yields

\[
E\left( \text{Var}\left( \sum_{i=1}^{k+1} \frac{X_{i:n}}{k+1} \mid X_{k+2:n} \right) \right) = \sum_{i=1}^{k+1} \frac{\mu_i}{k+1} - \frac{1}{k(k+1)^2} \left( \sum_{i=1}^{k+1} \mu_i \right)^2 - \frac{1}{k} \text{Var}\left( \sum_{i=1}^{k+1} \frac{X_{i:n}}{k+1} \right).
\]

(2.7)

Putting this back in (2.6) and using (1.1) gives

\[
E\left\{ \left( \int_{-\infty}^{X_{k+2:n}} \frac{xf(x)}{F(X_{k+2:n})} \, dx \right)^2 \right\} = \frac{2}{k(k+1)} \sum_{i=1}^{k} \sum_{j=i+1}^{k+1} \mu_{ij}.
\]

In a similar way one shows that

\[
E\left( \int_{-\infty}^{X_{n-k+1}} \frac{xf(x)}{(F(X_{n-k+1:n}) - F(X_{n:n}))^2} \, dx \right) = \frac{1}{(n-2k)(n-2k-1)} \sum_{i=1}^{k} \sum_{j=n-k+1}^{n} \mu_{ij}.
\]

Therefore it has been proved that

\[
\text{Var}(E(\hat{\theta}_{k:n} \mid X_{k:n}, X_{n-k+1:n})) = \frac{2}{(n-2k)(n-2k-1)} \left( 2 \sum_{i=1}^{k} \sum_{j=i+1}^{k+1} \mu_{ij} + \sum_{i=1}^{k} \sum_{j=n-k+1}^{n} \mu_{ij} \right).
\]

Combining this expression with (2.2) yields (1.2) as an expression for \( \text{Var}(\hat{\theta}_{k:n}) \).

3. An expression for the expectation of \( v(\hat{\theta}_{k:n}) \)

Variance estimator \( v(\hat{\theta}_{k:n}) \) can be written as

\[
v(\hat{\theta}_{k:n}) = \sum_{i=k+1}^{n-k} X_{i:n}^2 + k(X_{k+1:n}^2 + X_{n-k:n}^2) - n\hat{\sigma}_{k:n}^2
\]

\[
\frac{n-k}{(n-2k)(n-2k-1)}.
\]

Thus,

\[
E(v(\hat{\theta}_{k:n})) = \frac{n\sigma^2 - 2 \sum_{i=1}^{k} \mu_{ii} + 2k \mu_{(k+1)(k+1)} - nE(\hat{\sigma}_{k:n}^2)}{(n-2k)(n-2k-1)}.
\]
The winsorized mean $\hat{\psi}_{k:n}$ is equal to

$$
\hat{\psi}_{k:n} = \frac{(k + 1) X_{k+1:n} + (n - 2k - 2) \hat{\theta}_{k+1:n}}{n}.
$$

Therefore

$$
E(\hat{\psi}_{k:n}^2) = 2 \left( \frac{k + 1}{n} \right)^2 \left( \mu_{k+1} (k+1) + \mu_{n-k} (k+1) \right) + 2 \left( \frac{n - 2k - 2}{n} \right)^2 \text{Var} (\hat{\theta}_{k+1:n})
$$

$$
+ \frac{(k + 1)(n - 2k - 2)}{n^2} E(\hat{X}_{k+1:n} \hat{\theta}_{k+1:n}).
$$

To complete the derivation, note that

$$(n - 2k - 2) E(X_{k+1:n} \hat{\theta}_{k+1:n}) = E \left( X_{k+1:n} \sum_{i=k+2}^{n} X_{i:n} \right) - \sum_{i=n-k}^{n} \mu_{k+1} i.$$

A conditional argument shows that

$$
E \left( X_{k+1:n} \sum_{i=k+2}^{n} X_{i:n} \right) = (n - k - 1) E \left( X_{k+1:n} \int_{X_{k+1:n}}^{\infty} \frac{xf(x)dx}{1 - F(X_{k+1:n})} \right)
$$

$$
= -(k + 1) E \left( X_{k+2:n} \int_{-\infty}^{X_{k+2:n}} \frac{xf(x)dx}{F(X_{k+2:n})} \right) = - \sum_{i=1}^{k+1} \mu_i (k+2).
$$

The final expression for $E(\hat{\psi}_{k:n}^2)$ is then

$$
E(\hat{\psi}_{k:n}^2) = 2 \left( \frac{k + 1}{n} \right)^2 \left( \mu_{k+1} (k+1) + \mu_{n-k} (k+1) \right) + 2 \left( \frac{n - 2k - 2}{n} \right)^2 \text{Var} (\hat{\theta}_{k+1:n})
$$

$$
- \frac{4 (k + 1)}{n^2} \left( \sum_{i=1}^{k+1} \mu_i (k+2) + \sum_{i=n-k}^{n} \mu_i (k+1) i \right).
$$

Putting this in (3.1) yields expression (1.4) for the expectation of $\nu(\hat{\psi}_{k:n})$.
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